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IMPORTANCE Artificial intelligence (AI) is changing health and health care on an
unprecedented scale. Though the potential benefits are massive, so are the risks. The JAMA
Summit on AI discussed how health and health care AI should be developed, evaluated,
regulated, disseminated, and monitored.

OBSERVATIONS Health and health care AI is wide-ranging, including clinical tools (eg, sepsis
alerts or diabetic retinopathy screening software), technologies used by individuals with
health concerns (eg, mobile health apps), tools used by health care systems to improve
business operations (eg, revenue cycle management or scheduling), and hybrid tools
supporting both business operations (eg, documentation and billing) and clinical activities
(eg, suggesting diagnoses or treatment plans). Many AI tools are already widely adopted,
especially for medical imaging, mobile health, health care business operations, and hybrid
functions like scribing outpatient visits. All these tools can have important health effects
(good or bad), but these effects are often not quantified because evaluations are extremely
challenging or not required, in part because many are outside the US Food and Drug
Administration’s regulatory oversight. A major challenge in evaluation is that a tool’s effects
are highly dependent on the human-computer interface, user training, and setting in which
the tool is used. Numerous efforts lay out standards for the responsible use of AI, but most
focus on monitoring for safety (eg, detection of model hallucinations) or institutional
compliance with various process measures, and do not address effectiveness (ie,
demonstration of improved outcomes). Ensuring AI is deployed equitably and in a manner
that improves health outcomes or, if improving efficiency of health care delivery, does so
safely, requires progress in 4 areas. First, multistakeholder engagement throughout the total
product life cycle is needed. This effort would include greater partnership of end users with
developers in initial tool creation and greater partnership of developers, regulators, and
health care systems in the evaluation of tools as they are deployed. Second, measurement
tools for evaluation and monitoring should be developed and disseminated. Beyond
proposed monitoring and certification initiatives, this will require new methods and expertise
to allow health care systems to conduct or participate in rapid, efficient, and robust
evaluations of effectiveness. The third priority is creation of a nationally representative data
infrastructure and learning environment to support the generation of generalizable
knowledge about health effects of AI tools across different settings. Fourth, an incentive
structure should be promoted, using market forces and policy levers, to drive these changes.

CONCLUSIONS AND RELEVANCE AI will disrupt every part of health and health care delivery in
the coming years. Given the many long-standing problems in health care, this disruption
represents an incredible opportunity. However, the odds that this disruption will improve
health for all will depend heavily on the creation of an ecosystem capable of rapid, efficient,
robust, and generalizable knowledge about the consequences of these tools on health.
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T he scope, scale, and speed with which artificial intelli-
gence (AI) will transform health and health care are
staggering.1-4 AI is changing how and when individuals seek

care and how clinicians interact with patients, establish diagnoses,
and implement and monitor treatments. Indeed, there is consider-
able enthusiasm that AI, especially given recent advances (Box),
could address long-standing challenges in the access, cost, and qual-
ity of health care delivery.1,4 Yet, the optimal path for AI develop-
ment and dissemination remains unclear. In contrast to drugs or more
traditional medical devices, there is little consensus or structure to
ensure robust, safe, transparent, and standardized evaluation, regu-
lation, implementation, and monitoring of new AI tools and
technologies.3,5-7 Some challenges are long-standing for digital health
information technology as a whole, albeit more prescient with the
rise of AI, while others are specific to AI.

To ensure that innovation in AI is both encouraged and
appropriately incorporated into health care delivery, alignment on
how to address these challenges among AI developers, health
care systems and professionals, payers, regulators, and patients is
required.4,5,7 A JAMA Summit convened multiple stakeholders to
review the current state of AI in health and health care, focusing
on how best to evaluate, regulate, and monitor AI tools and tech-
nologies and the implications for health care infrastructure and
workforce. AI can influence health and health care in many ways
(Box), but we limited discussion to tools and technologies used
by clinicians, patients, and individuals with health or wellness
concerns, and health care systems (Table 1). Although AI is a
broad term that can include older technologies similar to those of
traditional statistical and computer-based decision support appli-
cations, discussion was limited to more recent advances such as
machine learning models using ensemble methods, deep learn-
ing, generative AI, and agentic AI (Box).8 We used the term AI tool
to represent any tool, technology, device, or application contain-
ing such AI.

AI Tools in Health and Health Care
Clinical Tools
Most AI tools in the medical literature fall under the category of clini-
cal tools (ie, tools directly supporting the clinical activities of health
care professionals). Examples include AI software for automated
screening of diabetic retinopathy, AI software embedded in a por-
table echocardiography device to provide automated diagnosis, or
a machine learning algorithm that scans the electronic health record
(EHR) to provide sepsis alerts and treatment recommendations.9-19

Many of these tools require US Food and Drug Administration (FDA)
clearance as medical devices, and more than 1200 have been cleared,
the majority of which are in medical imaging.7,20 AI has transformed
medical imaging, augmenting image interpretation and dramati-
cally changing how radiologists and pathologists work, with adop-
tion of some type of AI by 90% of US health care systems.1,21-23 AI-
based clinical decision support tools embedded in the EHR are also
widely available, in part because some have been outside the FDA’s
oversight and because the cost to a health care system to have the
tool turned on may be perceived as modest.23 Despite good access
to these native EHR AI tools, concern among clinicians and health care
systems persists regarding their accuracy, value, and utility.23,24

Outside medical imaging and EHR-embedded applications, dis-
semination of clinical AI tools has been slower. The primary barrier
is likely that the health care systems responsible for buying these
tools do not believe they offer enough value. The costs of not just
licensing a tool but also of ensuring adequate training, digital infra-
structure, maintenance, and monitoring can be considerable.23,25,26

There is no reimbursement for most AI tool use and, even in select
cases when insurers provide reimbursement, it does not offset the
full costs.27 There can also be skepticism regarding whether the pur-
ported benefits will be realized in practice. Concerns about algo-
rithmic bias, automation bias (favoring suggestions from auto-
mated systems while overlooking contradictory information), lack
of generalizability, and insufficient trust and endorsement from cli-
nicians and patients may further dampen health care systems’
enthusiasm.23,24,28-32

Direct-to-Consumer (DTC) Tools
There is considerable enthusiasm among the public for DTC AI tools
(ie, tools used by patients or individuals with health or wellness

Box. The Broad Nature and Use of Artificial Intelligence (AI)

AI is a broad term; for decades, AI consisted of rule-based
representations of knowledge (software encoding logic
statements like “if X, then Y”) and prediction models (artificial
neural networks), offering output similar to that of traditional
computer software and statistical models. However, with
advances in computing power and the availability of larger, more
complex datasets over the last 2 decades, AI evolved rapidly.
The following 3 advances help differentiate AI from prior digital
technologies:
• Deep learning: development of deeper, more convoluted neural

networks capable of interpreting large complex datasets to
address specific yet complicated tasks (eg, computer vision).

• Generative AI: an extension of deep learning using so-called
large language and foundation models capable of generating new
content to address far broader task requests (eg, ChatGPT or
Gemini).

• Agentic AI: an extension of deep learning and generative AI
capable of autonomous decision-making (eg, the Tesla autopilot
software for autonomous driving).

This article focuses on newer AI tools used by clinicians, health
care systems, and individuals with health concerns. Newer AI
technology used broadly across society can also influence health.
Examples include:
• AI tools deployed in the life sciences (eg, tools to enhance drug

discovery, improve the conduct of randomized trials, or
interrogate health care data) could improve biomedical discovery.

• AI tools deployed to address social factors (eg, tools to improve
housing affordability or food security) could alter downstream
health.

• AI tools used broadly in social communication and interaction
(eg, algorithms deployed in social media platforms) could affect
mental health, spread information (or disinformation) about
health and health care, and influence aspects of care-seeking
behavior, such as attitudes about vaccination.

• Use of general efficiency hacks by biomedical scientists and
health care professionals, such as using ChatGPT for biomedical
report writing or Gemini for internet searches, could impact how
medical information is summarized, distributed, and used.
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concerns).33-35 Examples include an app that accesses a smartphone
camera to help an individual self-diagnose a dermatologic condi-
tion, a chatbot offering mental health support, and an algorithm using
biosensor data from a smartwatch to detect falls or arrhythmias.36-39

There are currently more than 350 000 mobile health apps, with
AI frequently embedded in the software.35,40 Three of 10 adults
worldwide have used a mobile health app, and the market is al-
ready more than $70 billion annually.35 Although some products,
such as those monitoring for arrhythmias, are regulated by the FDA,
companies can often label DTC tools as low-risk general wellness
products, and may avoid regulatory or reporting requirements.33,41,42

Most of these tools do not connect with the health care delivery en-
terprise, limiting health care professionals’ ability to access data and
review or coordinate recommendations. Tools that do interact with
health care professionals require considerable upfront investment
to ensure data are integrated appropriately. Some health insurers
have encouraged use of DTC wellness apps via subscription cover-
age or reward incentives, but most usage is not reimbursed.43-45

Other barriers include the lack of high-quality evidence regarding

health benefits; concerns about trust, usability, and privacy; inte-
gration (or not) with health care systems; and uncertainty regard-
ing the right business model.46,47 Nevertheless, as these barriers are
overcome or circumvented, these tools, because they bypass much
of the existing infrastructure of traditional health care, may repre-
sent truly disruptive innovation.48

Health Care Business Operations Tools
Health care systems are rapidly purchasing AI tools to boost sys-
tem efficiencies and operating margins.2,49,50 Examples include AI
software to optimize bed capacity, revenue cycle management, pa-
tient and staff scheduling, supply chain, and reporting
requirements.2,49-57 One popular example is use of AI by health care
systems to generate prior authorization requests and, perhaps not
surprisingly, insurers are similarly adopting AI tools to evaluate those
requests.58-60 Use of AI to improve business operations is already
ingrained in many industries.61 However, the consequences for pa-
tients when health care delivery organizations adopt these tools are
not well understood. For example, if a health care system implements

Table 1. Categories of Artificial Intelligence (AI) Tools that Directly Influence Health and Health Care Delivery

Clinical Direct to consumer Business operations Hybrid
Description AI tools used by a clinician

to support diagnostic or
treatment decisions

AI tools used by a
person with health or
wellness concerns,
without necessarily
engaging with any
health care system or
professional

AI tools used by a health
care system or
professional to optimize
aspects of health care
delivery

AI tools that serve
multiple purposes
(eg, clinical and business
operations)

Opportunity Improve patient
outcomes via:
Better access to care,
diagnostic accuracy, and
compliance with best
practice guidelines
More personalized care

Improve patient and
population health via:
Improved disease
surveillance and
management
Helping individuals
adopt healthy
lifestyles and
prevention strategies
More prompt, more
personalized, and/or
less costly access
to care

Improve health care
delivery via:
Automating
labor-intensive
processes
Reduced administrative
burden
Reduced waste
Improved revenue
generation

Improve health care
delivery via:
Reduced administrative
burden on health care
professionals
Helping health care
professionals execute
care tasks
Helping patients navigate
health care delivery
options

Examples • AI software for
autonomous screening
of diabetic retinopathy

• Embedded software in
portable cardiac
ultrasonography
machine that provides
automated diagnosis

• EHR-based algorithm
that generates sepsis
alerts with treatment
prompts

• Smartphone app that
diagnoses and treats
skin conditions

• Chatbot that offers
mental health
support

• Algorithm that uses
biosensor data from
smartwatch to
detect falls or
arrhythmias

• Algorithm that uses
EHR data to optimize
coding for billing

• Software to optimize
supply chain
management

• Software to optimize
patient and staff
scheduling

• Ambient AI that
transcribes
patient-clinician
conversations to
generate notes, bills,
and treatment plans

• Large language model
that replies to patient
secure messages

• Web-based patient
navigator that helps
schedule appointments
based on patient
concerns

Current
trends

• Many published
evaluations

• Considerable efforts to
provide regulatory
oversight

• High adoption in
medical imaging

• High availability but
variable adoption of
embedded EHR tools

• Low adoption outside
imaging and EHR with
concerns about trust,
effectiveness, safety,
and implementation
costs

• Large number of
apps and downloads

• Scant data on health
effects, with some
concerns about
safety and
effectiveness

• Very limited
regulatory oversight,
especially regarding
health effects

• Optimal business
model unclear

• Little integration
across products or
with health care
delivery

• Rapidly growing
market, with wide
adoption by health
care systems

• Very limited
evaluation of effects
on health

• Limited regulatory
oversight

• Concerns expressed
by clinicians about
untoward effects on
patients

• Rapidly growing
market, with wide
interest and adoption
by health care systems

• Very limited evaluation
of effects on health

• Limited regulatory
oversight

• Concerns expressed by
clinicians about
untoward effects on
patients

Abbreviation: EHR, electronic health
record.
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AI software to optimize operating room scheduling, there could be
large effects (good or bad) on staffing costs and on access to time-
sensitive surgical interventions. Although changes in access may
affect hospital quality reports, attributing these changes to the tool
may be missed because use of the tool, similar to other health care
operational strategies, does not require any evaluation or regula-
tory review.

Hybrid Tools
Many AI tools support both business operations and some aspect
of clinical care or patient experience. For example, so-called AI scribes
that listen to patient-clinician conversations help operations by gen-
erating notes and bills (reducing documentation burden) while also
providing clinical support, such as offering possible diagnoses or
treatment recommendations for verification. Similarly, a web-
based AI patient navigator tool may bring more patients into a health
care system while providing better direction to the right health care
professionals, generating system revenue and improving patient ac-
cess. These tools are being adopted very rapidly by health care
systems.2,23 AI scribes in particular, although initially associated with
mixed results, appear well received by patients and clinicians, es-
pecially when integrated with the EHR.62-65 Every patient-clinician
conversation in the US may soon be accompanied by a live interac-
tive AI agent.

Challenges for the Evaluation of AI Tools
In theory, given the importance of AI tools’ potential effects on
patients’ health outcomes (as well as on health care costs and

workforce), methodologically rigorous evaluations should be
undertaken to generate a solid evidence base to inform their dis-
semination (ie, production of generalizable knowledge about the
conditions under which particular effects are realized).66,67 In
practice, despite wide acceptance that AI tools can have large
effects on health, there is considerable debate regarding which
tools require evaluation, how evaluations should be conducted,
and who is responsible.

Which AI Tools Require Evaluation of Their Health Effects?
The evaluation of clinical AI tools in peer-reviewed publications
seems broadly supported. Evaluation is required for many FDA
clearances, such as the de novo software as a medical device
pathway, and examples of untoward consequences when AI tools
were disseminated without prior peer-reviewed evaluations, such
as high missed case and false alarm rates by a sepsis alert system,
sparked calls for mandatory evaluations before broad use.68,69

There are multiple evaluations of DTC tools and, although some
showed benefit, others raised safety concerns, such as advice
that was harmful or contrary to guidelines and a lack of adequate
support during mental health crises, prompting demands that
these tools should also be routinely evaluated.34,70 However, the
DTC tools evaluated to date are a tiny fraction of the market, and
negative findings do not appear to have hindered market growth.

There are strong opinions, but few peer-reviewed evalua-
tions, regarding the health effects of business operations tools.
For example, many US physicians believe that insurers’ use of AI
tools to deny prior authorization is having widespread negative
consequences for patients, but no studies have examined
whether and how using AI tools has affected denial rates.60,71,72

Not surprisingly, insurers defend their use of such tools.73

Although peer-reviewed evaluations of business operations tools
are rare, customer testimonials and use cases, often with blended
claims about both system efficiencies and health care quality, are
routinely used to market these products.74,75 The business opera-
tions tools for which published evaluations are available are those
with hybrid function like AI scribes, though evaluation largely
focuses on patient and clinician satisfaction and on clinician work-
flow rather than on the effects on health care quality and patient
outcomes.62-65

Many stakeholders believe that all of these AI tools affect health,
but the impetus for peer-reviewed evaluation of potential health con-
sequences, and likelihood that their findings will affect adoption, ap-
pears strongest for those tools most proximate to clinicians. The lack
of evaluation of the health effects of business operations tools is not
unique to AI, but rather is consistent with that for all health care or-
ganizational strategies, despite calls for change.76-78

How Should Evaluations Be Conducted?
There are considerable methodologic challenges to the generation
of transferable knowledge about the health consequences of health
and health care AI tools, especially how to define the intervention
and context, identify the mechanism of action, capture relevant out-
comes, and infer causality.

Defining the Intervention and Context
To be generalizable, any evaluation must describe what the actual
intervention is and in what context it is assessed. With an AI tool,
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the intervention is both the AI software and its delivery package: the
human-computer interface and accompanying training. A poor hu-
man-computer interface or lack of training could considerably di-
minish the tool’s effectiveness. The context includes both the task
the user is addressing and the setting. Some tools are quite task spe-
cific (eg, a sepsis alert), but for generative or agentic AI tools ca-
pable of aiding in many tasks, defining exactly what tasks are being
addressed in a particular evaluation can be challenging. Even when
the task is narrow, a tool’s performance can vary considerably by
setting.79 For example, a sepsis alert’s effectiveness may depend on
site of deployment (emergency department vs hospital ward; com-
munity vs teaching hospital), how it is incorporated into workflow,
and many other supporting and competing activities and priorities
in the workplace.80,81 The intervention and context for DTC tools can
also be very hard to define given the potentially wide range of rel-
evant user characteristics (eg, digital literacy), customization op-
tions of the software, and, especially for generative and agentic AI,
breadth of tasks. Defining the application and setting of use cases
for business operations tools in a manner that is generalizable is simi-
larly difficult.

Many of these challenges are well known in the evaluation of
any complex health services or delivery intervention, and there are
well accepted approaches in health services research and imple-
mentation science to deal with them. However, the delivery sci-
ence of AI does present relatively unique issues.82 For example, there
are strategies to incorporate into an evaluation how a user’s learn-
ing curve influences the effect of a complex intervention, but these
strategies typically assume the tool is static. With some AI tools, there
is the added complexity that the tool itself can also be learning (with
improving or degrading predictive performance), in turn poten-
tially changing user confidence.

Identifying the Mechanism of Action
Generalizability is aided by knowing not just if an intervention
worked, but also how. For AI, assessing how an intervention works
can be considered across 3 concentric layers. The inner layer is the
tool’s interpretability, a description of the mathematical model that
drives the tool’s decision-making processes. However, deep learn-
ing, generative, and agentic AI models are so complex that descrip-
tions of their underlying mathematic structure may be hard to
interpret and provide limited insight on their likely clinical perfor-
mance. The middle layer is explainability, where the model’s output
decisions across a variety of settings (inputs) are used to provide a
picture of how the tool behaves. Explainability aids transparency
when the underlying mathematical structure is hard to interpret,
but it can be difficult to know if the model’s performance is
adequately explained across all reasonable situations it might
encounter.83

Explainability is typically explored post hoc in existing data-
sets, but the accuracy of an AI model when applied retrospec-
tively is not necessarily indicative of how care decisions will be
influenced by the tool in practice.84 The outer layer, therefore, is
a prospective evaluation of how the tool performs as an actual
intervention in real-world settings.85 This layer would ideally
assess the extent to which the tool’s performance depends on the
other features of the intervention (the human-computer inter-
face and user training) and the context in which the tool is
deployed. For AI with wide applicability, such as generative and

agentic AI tools, comprehensive assessment of their real-world
performance is particularly daunting.

Capturing Outcomes
For tools used in health care systems (clinical, health care business
operations, and hybrid AI tools), health consequences can be cap-
tured using EHR data and standard clinical research data collection
approaches. User experience may also be important, and can be cap-
tured using standard mixed-methods approaches. The problem is
not how to capture relevant outcomes, but rather that these ap-
proaches are time-consuming and expensive, potentially exceed-
ing that to develop the tool in the first place. This problem poses a
2-fold threat: either investigators will be dissuaded from doing any
evaluation or evaluations will be limited, potentially omitting key out-
comes or restricting to more feasible settings (eg, an academic medi-
cal center), thus compromising generalizability. For DTC tools, cap-
turing their effects on health outcomes has added complexity,
especially when the intent is to mitigate rare events in otherwise well
individuals. For example, to determine whether an AI tool using heart
rate data from a smartwatch could identify atrial fibrillation, inves-
tigators had to enroll more than 400 000 individuals and provide
a multilayered system involving a nationwide telehealth service, in-
dependent clinician adjudication, and referral mechanisms to indi-
viduals’ own clinicians.86

Inferring Causality
Ultimately, the goal is to understand the effect of an AI tool, not sim-
ply whether its use is associated with, but not the cause of, a par-
ticular outcome. The standard design for causal inference in health
care is the randomized clinical trial (RCT). However, few AI tools have
been evaluated by RCTs.80,87-91 RCTs are typically expensive, time-
consuming, and focus on 1 or 2 interventions in 1 clinical setting. For
AI tools, RCT designs used more commonly in health services re-
search and implementation science (eg, cluster or stepped wedge
designs with embedded qualitative components) may often be more
applicable.92 Regardless of the design choice, if an AI tool were to
be evaluated across all reasonable use cases, each tool might re-
quire multiple RCTs. Given the rate at which AI tools are being de-
veloped, relying on RCTs, at least as currently conducted, as the de-
fault approach seems quite impractical. Newer RCT designs, such
as platform trials and trials embedded in the EHR, may permit faster,
cheaper RCTs.93-100 Of note, many non–health care industries, in-
cluding the insurance industry, have implemented systems for rapid
randomized A/B testing to evaluate their business tools, especially
digital technologies.66,101-104 By contrast, health care systems rarely
use randomized A/B testing to evaluate business operations, pos-
sibly because of perceived aversion to experimentation or beliefs
that randomized data are unnecessary, unhelpful, or too hard to
acquire.66,78,105

The alternative approach is to use observational data. For
example, the smartwatch study described above used a single-
group cohort study to well characterize the performance char-
acteristics of the AI tool.86 When comparing clinical outcomes
for cohorts of individuals cared for with and without an AI tool,
there are numerous quasiexperimental approaches to facilitate
causal inference from observational data, albeit with the caveat
that they often require additional data collection (eg, detailed infor-
mation on variation in the setting in which the tool is used to allow
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identification of candidate instrumental variables) and significant
statistical expertise.92,106

Who Is Responsible?
Even if there were agreement on the need and approach for an evalu-
ation of the health effects of an AI tool, it is unclear who is respon-
sible. For tools requiring FDA review, initial evaluation rests with the
developer. However, the evaluation does not necessarily include as-
sessment of real-world health effects.107 For tools exempt from FDA
clearance, developers would likely conduct evaluations commen-
surate with their claims. For example, a DTC tool developer may
evaluate subscriber loyalty, while a developer of a revenue cycle man-
agement tool may wish to demonstrate that their tool improves
revenue.108,109 However, in neither instance will the developer nec-
essarily assess the health consequences of their tool. Health care de-
livery organizations may be motivated to conduct their own evalu-
ations, but many may not have the funds or the expertise to conduct
thorough evaluations.7,110-115 Governments may provide grants to
fund some evaluations, but such funding is far from comprehen-
sive. Patients and communities are stakeholders who are not re-
sponsible for evaluation, but whose perspectives are crucial. How-
ever, their perspectives are not routinely included.116,117

Challenges for the Regulation of AI Tools
Health and health care AI tools should be subject to a governance
structure that protects individuals and ensures the tools achieve their
potential benefits. For other health care interventions, regulatory
oversight is an important part of that governance, assuring society
and markets that an intervention is credible. However, the US has
no comprehensive fit-for-purpose regulatory framework for health
and health care AI. Reasons include the diverse and rapidly evolv-
ing nature of AI technology, the numerous agencies with jurisdic-
tion over different types and aspects of AI, and a lack of regulatory
frameworks specifically tailored for AI within these agencies.41 Drug
and traditional medical device development also benefits from in-
ternational harmonization of regulatory standards.7 Although there
are efforts to harmonize standards for AI, there are important in-
ternational differences. For example, both the Biden and Trump ad-
ministrations have reduced regulatory burden, while the European
Union has enacted a comprehensive framework for greater regula-
tory oversight.41,118,119

In the US, the FDA regulates any AI tool classified as a medical
device (ie, a technology used to diagnose, treat, mitigate, cure, or
prevent a disease or condition), regardless of whether it is used by
a clinician or consumer.7 The FDA applies a risk-based, function-
specific approach to provide the least burdensome assurance of
safety and effectiveness. This approach includes determining what
types of devices to focus on and what level of evidence is required
for marketing. Although the agency has reviewed AI-enabled de-
vices for many years, its scope is limited by resources and congres-
sional law.41 For example, the 21st Century Cures Act excludes soft-
ware (including AI software) from the definition of medical device
if its function is to provide administrative support (eg, scheduling
and billing), general wellness support, some types of clinical deci-
sion support, and a number of EHR and data management
functions.7,120 As such, many AI tools discussed here are exempt from

FDA regulation.120 Even for tools over which the FDA does have au-
thority, as noted above, clearance does not necessarily require
demonstration of improved clinical outcomes.107 Notably, genera-
tive and agentic AI tools can be capable of so many tasks as to seri-
ously challenge the traditional intended use framework for device
regulation.3,41 Rather, they more closely resemble health care pro-
fessionals, raising the idea that states could one day license AI agents
as digital physicians.

EHR-based AI tools that do not meet the definition of a medi-
cal device fall under the Assistant Secretary for Technology
Policy/Office of the National Coordinator for Health Information
Technology, which offers voluntary certification for health infor-
mation technology systems, including EHR platforms, based on
demonstration of a product’s transparency, risk management,
trustworthiness, and fairness.121 Similarly, some laboratory-based
clinical AI tools that do not meet the definition of a medical device
can be used via the Centers for Medicare & Medicaid Services
(CMS) clinical laboratory improvement amendments program.122

Use of some business operations tools like prior authorization
software are also subject to CMS guidelines, but only when used
by entities subject to CMS regulation.123 DTC general wellness
tools fall under the Federal Trade Commission (FTC), whose focus
is privacy rights, security of personal information, and protection
from false advertising and unfair or deceptive practices.42 Partly
to fill gaps in federal oversight, there are numerous regulatory
and certification efforts by state governments and professional
medical societies.41

Challenges for the Responsible Use
(Implementation and Monitoring) of AI Tools
The features of AI tools that are challenging for evaluation and regu-
lation are also challenging for implementation and monitoring. For
example, for tools used in health care systems, the high depen-
dency of their effectiveness on user training and context means
health care systems require considerable infrastructure and re-
sources to ensure users are appropriately trained and the tool is used
in the optimal setting.26,110,112 Because the tool may be subject to little
prior evaluation and regulation, guidelines on how to ensure opti-
mal use may also be lacking.7 Even if previously shown to be ben-
eficial, whether the tool is actually beneficial in a particular setting
or continues to be beneficial over time is uncertain.7,41,107,110 How-
ever, without adequate sample size, infrastructure, expertise, and
resources, a health care system will be unable to determine whether
its use of the tool is beneficial and therefore when best to adopt or
de-adopt it. For DTC tools that are outside FDA oversight but under
the FTC’s jurisdiction, the types of practices the FTC polices are much
narrower than the full suite of problems that can arise from AI imple-
mentation and threaten patients’ and clinicians’ interests. Addi-
tional components of appropriate implementation are the need to
show that a tool’s use is both fair and patient-centered (eg, not fi-
nancially toxic), but demonstrating that these criteria are met is not
straightforward.124-126 Former FDA Commissioner Robert Califf re-
cently summarized the problem, stating “I have looked far and wide,
I do not believe there’s a single health system in the United States
that’s capable of validating an AI algorithm that’s put into place in
a clinical care system.”25
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Potential Solutions

All stakeholders agree that health and health care AI should be fair,
appropriate, valid, effective, and safe.5,24,113,119,121,127-140 However, cre-
ating an environment that promotes innovation and dissemination
in accordance with these principles will be extremely difficult. Three
big issues dominate the landscape. First, the traditional linear path-
way for health care interventions, composed of discrete steps from
development and evaluation through regulatory authorization to
monitored dissemination, each managed by specific stakeholders,
does not easily fit AI because the tools are so broad and flexible,
evolving rapidly, and hard to fully evaluate until embedded in prac-
tice. Many tools will enter practice with limited evaluation, possibly
no regulatory review, and, unless new approaches are adopted, be
monitored only for process compliance and safety, not for effec-
tiveness. Second, with current methods and infrastructure, any at-
tempt to impose comprehensive evaluation, implementation, and
monitoring approaches would likely be prohibitively expensive. Third,
there are many stakeholders, with no overarching incentive or ac-

countability structure. Addressing these issues will require prog-
ress in 4 areas (Table 2).

Engage Stakeholders in Total Product Life Cycle
Management
The first step, endorsed by multiple government agencies and nongov-
ernmental organizations, is to recognize the need for holistic, continu-
ous,multistakeholder,team-basedmanagementofAItoolsacrosstheir
entire life cycle, from development to deployment.7,26,121,135-138,141-144

For example, greater engagement of patients and clinicians with de-
velopers in the design and development phases of an AI tool can en-
hance its transparency and trustworthiness.26,116,142,144 Similarly, de-
velopers can help health care systems with deployment, monitoring,
and fixing problems such as model hallucinations.26,142 And the abil-
ity of regulators to reassure the public about the safety and effective-
ness of AI tools requires collaborative engagement with both devel-
opers and health care systems.7,120,143 These multistakeholder partner-
ships go beyond traditional seller-client or developer-regulator
relationships, but will be key to successful total product life cycle
management.

Table 2. Strategies to Improve Development and Dissemination of Artificial Intelligence (AI) Tools in Health
and Health Care

Strategy Rationale Examples of rollout
Engage all stakeholders in
total product life cycle
management

Traditional sequenced pathway from
development to evaluation to regulatory
approval (if required) to dissemination with
monitoring (if required), with each step
shepherded by different stakeholders, is
not well suited for AI tools
In particular, full evaluation of health
consequences not possible until tool is
disseminated
Greater engagement of all relevant
stakeholders in each phase of a tool’s life
cycle may augment development,
dissemination, and impact on health

• Engage patients and clinicians in design and
development
• Partner developers with health care systems
in deployment evaluations and safety
mitigation
• Engage regulators, health care systems, and
developers in collaborative monitoring plan,
including determination of need to capture
health consequences

Develop and implement
the right measurement
tools for evaluation,
regulation and monitoring

Without new methods, any effort to
increase oversight and assurance will likely
be cumbersome, expensive, and potentially
ineffective
In particular, no good tools exist to quickly
and efficiently assess health consequences
of AI tools across all relevant settings and
use cases

• Integrate and deploy proposed safety and
compliance approaches (eg, Joint
Commission/CHAI collaboration)
• Develop and promulgate novel methods to
facilitate fast, efficient yet robust evaluations
of health consequences
• Adopt standards for evaluating health
consequences (not just safety) during
deployment

Build the right data
infrastructure and
learning environment

Without a better data infrastructure and
learning environment, any effort to
increase oversight and assurance will likely
be cumbersome, expensive, and potentially
ineffective
In particular:
Poor data collection, access, and
interoperability hamper ability to quickly
and efficiently construct and interrogate
relevant nationally representative data on
AI tool use and effects
Institutions capable of robust deployment
and assessment may be poorly
representative of many important settings

• Create nationally representative
retrospective health care data sandbox
• Learn from the FDA Sentinel program and
learning health system initiatives to support
curation of regularly updated data on tool
deployment within nationally representative
cohort of health care systems
• Eventually create federated platform
capable of rapid prospective evaluations
capable of robust causal inference
• Provide training and resources for health
care systems to conduct or participate in
evaluations of health consequences of
AI tools

Create the right incentive
structure

Current incentives are not well aligned
across different stakeholders, potentially
impeding progress
Market forces alone may not guarantee
optimal development and dissemination of
AI tools
The strategic initiatives listed above may
require specific incentives

• Federal funds (eg, akin to those provided by
HITECH) to incentivize health care systems to
adopt data interoperability standards
• Federal research funding for novel methods
development

Abbreviations: CHAI, Coalition for
Health AI; FDA, US Food and Drug
Administration; HITECH, the Health
Information Technology for Economic
and Clinical Health Act.
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Develop and Implement Proper Evaluation
and Monitoring Tools
There are many proposed standards and certification processes
for AI tools.145 For example, the quality of an evaluation could be
judged using APPRAISE-AI, CONSORT-AI, DECIDE-AI, SPIRIT-AI, or
TRIPOD+AI guidelines; a tool’s design, intended use, and perfor-
mance could be reported and labeled, similar to an FDA nutrition
label, with a model card and its real-world use could be assessed
locally by a health care system, which could itself be certified as
AI ready.110,112,128,135,136,146-153 Approaches adopted by individual
health care systems could also serve as resources for other
systems.110,112 Together, these evaluation and monitoring ap-
proaches could provide so-called algorithmovigilance, akin to
pharmacovigilance.154 However, evidence is lacking about the ex-
tent to which these various initiatives are practical, sustainable, ad-
equately accessible, able to provide the guarantees they purport to
provide, or adequately comprehensive yet not unnecessarily redun-
dant. Piloting, fine-tuning, and integrating them into a comprehen-
sive package would be a significant advance. One step in this re-
gard is The Joint Commission’s partnership with the Coalition
for Health AI (CHAI) to develop and roll out a certification process
for health care systems’ responsible use of AI.155

That said, the monitoring standards proposed thus far focus on
safety and process compliance.110,135,136,153,155,156 None address how
effectiveness (ie, improved clinical outcomes) will be determined
across different settings and over time. Effectively, there is a tacit
assumption that proving effectiveness is either unnecessary or is suf-
ficiently demonstrated by premarketing testing (and will be main-
tained assuming a tool’s use remains safe). Here, setting standards
and providing training and resources for health care systems to con-
duct or participate in evaluations of the causal effects of an AI tool
during use (eg, routine use of randomized batched stepped wedge
designs or nonrandomized interrupted time series) would be help-
ful. This approach could extend to business operations tools (eg, set-
ting standards and providing the training and resources for greater
use of A/B testing). Novel methods to aid logistic and analytic as-
pects of these causal inference evaluations will also be required, es-
pecially for DTC tools and tools based on generative or agentic AI.
These evaluation methods themselves may rely heavily on AI.106,157

Build the Proper Data Infrastructure
and Learning Environment
The generation of efficient, fast, robust, and generalizable informa-
tion on the safety and effectiveness of AI tools requires a signifi-
cant investment in data infrastructure and analytic capacity.158,159

Some questions can be addressed within a single health care sys-
tem, but even large, well-resourced health care systems with their
own analytic and implementation specialist expertise may struggle
to conduct routine swift yet robust analyses. Furthermore, many
evaluations, especially if intended to provide reassurance that AI tools
are safe and effective across diverse settings and populations, will
require data from multiple health care systems or data that link DTC
apps with health care. Organizations like CHAI propose the cre-
ation of retrospective datasets from partnering health care
systems.135 Such datasets could be curated and made accessible to
developers as a sandbox for AI tool development and exploration
of model performance across different populations and settings.
However, evaluation of real-world use requires data be shared on

a tool’s use, which requires a mechanism to obtain regular data up-
dates and include many data elements not just about patients and
setting, but about tool use and clinical workflows. CHAI announced
recently its intention to expand in this direction, although manag-
ing frequent data updates with new, potentially proprietary, infor-
mation about specific tools will be very challenging.160 Such a
system could mimic pharmacovigilance efforts like the FDA-
supported Sentinel initiative, though with richer information on tool
use.136,157,161 Though Sentinel has been successful, it required con-
siderable effort to ensure data quality, interoperability, and sharing.162

Crucially, any prospective evaluations of AI tools, especially in-
volving randomization, would need an even more sophisticated and
integrated collaboration across health care systems with real-time
or near–real-time data access. Some individual health care systems
have created the data and analytic capacity necessary to function
as a learning health system.163 Here, such a system would effec-
tively be a multicenter learning health system collaborative. From a
practical standpoint, a federated data approach may work best,
where health care system data remain in place, reducing some lo-
gistic and contractual burdens. However, there are many financial,
contractual, and operational challenges to the creation of such a
collaborative.158 That said, if successful and assuming the collab-
orative was representative of the breadth of patient populations and
clinical settings seen nationally, it would not only inform the respon-
sible use of AI tools across their entire life cycle, but could also sup-
port evaluation of other health care interventions and data interop-
erability solutions.66,164-166 Such an initiative would require federal
support, but aligns well with the Department of Health and Human
Services’ priorities.167-170

Create the Right Incentive Structure
The entire motivation to implement, adopt, and monitor health and
health care AI tools requires adequate incentives for relevant stake-
holders to participate. If left as an underregulated market, it is un-
clear whether the right tools will be developed, whether tools will be
adopted in a manner that maximizes their beneficial effects on health
while minimizing risk, and whether their effects will be measured prop-
erly. It is also possible that market forces will provide perverse incen-
tives, such as adoption of tools that maximize developer profits or
health system operating margins while inadvertently compromising
health care quality or health outcomes.171 Where there is little fed-
eral regulation, states may enact a patchwork of heterogeneous poli-
cies, making compliance overly burdensome for developers, and thus
accidentally stifling investment.41 It seems necessary, therefore, to de-
velop legislation, regulation, and market designs that align incen-
tives for appropriate multistakeholder engagement.

Some priorities may be achieved through the market. For ex-
ample, the desire to engage patients and clinicians in the codesign
of AI tools may be achieved spontaneously if developers anticipate
individuals and health systems will be more willing to purchase such
tools. Other priorities may be harder to achieve without specific
policy levers. For example, health care systems face considerable
costs standing up the digital infrastructure and technical expertise
required to ensure they are meeting responsible use standards or
to collaborate in federated learning initiatives. While some health
care systems may make the necessary investments in response to
market forces, such as the opportunity to foster commercial part-
nerships with developers or gain advantage over competitors, more
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uniform investment by all systems may require stronger govern-
ment levers, such as financial incentives or regulatory require-
ments. A potential model is the Health Information Technology for
Economic and Clinical Health Act: although numerous challenges
with digital health information persist, it is notable that a relatively
modest federal investment of $35 billion led to EHR adoption by more
than 97% of health care systems within a decade.167,172 Federal re-
search funds may also be required to develop robust yet efficient
evaluation methods for AI tools in real-world settings, fostering part-
nerships among developers, health services research/implementa-
tion science experts, and health care delivery systems. Health care
market forces often fail to provide adequate care to vulnerable popu-
lations without government intervention, and the same will likely
hold for the responsible use of AI in resource-poor settings. It is also
likely that greater transparency with regard to the health effects of
DTC or business operations tools will require greater regulation.

Implications for the Health Care Workforce
The impact of AI on the health care workforce will be wide-ranging.
Clinicians may be excited by the potential benefits, worry about job
displacement, and enjoy or resist requirements to improve their AI
literacy. They may also have existential concerns like misalignment
of human and AI ethos, goals, and principles. Although their com-
fort with AI is increasing, US physicians blame lack of regulatory over-
sight as the primary reason for their lack of trust and adoption of both
clinical and health care business operations tools.72 Health care
worker unions are also raising concerns about unsafe and under-
regulated AI.140 The workforce composition may also need to
change, adding more experts in the development, implementa-
tion, and evaluation of AI tools.173,174 And, of course, AI tools have
the potential to augment how many clinicians work, albeit with
key caveats.

First, AI tools can change which health care professional ex-
ecutes which task. For example, a portable echocardiography ma-
chine with AI-based interpretation upskills the ultrasound techni-
cian, potentially obviating the need for interpretation by a
cardiologist or radiologist.10 The benefit is improved access for pa-
tients by helping to close care gaps, especially in underserved set-
tings. However, such tools could create friction between health care
professional groups, eg, by challenging the scope of practice regu-
lations. They may also change the required skills of different health
care professionals, such as AI literacy. To anticipate and manage such
changes, health care systems must think beyond educating a health
care professional in how to use a particular AI tool and instead re-
think entire organizational structures, workforce composition, skill
distribution, and accountability across hierarchical levels. Of course,
the most extreme example would be when a DTC tool obviates the
need for an individual to seek professional care altogether. This po-
tential will vary greatly depending on the health problem, and there-
fore affect specialties very differently, but such disruption seems
inevitable.

Second, beyond focused learning to use any particular tool, there
is a need to include a foundational understanding of AI for health care
professionals in both training and continuing education.175-178 Though
many clinical tools may provide information that a health care pro-
fessional can use without understanding the underlying technol-

ogy (eg, computer tomography or whole genome sequencing), AI
tools not only provide information but also contribute to judgment
under conditions of uncertainty. Health care professionals should
therefore better understand the strengths and weakness of their own
decision-making and the susceptibilities and unintended conse-
quences when sharing judgment tasks with an AI tool. These learn-
ing requirements also apply to health care administrators using busi-
ness operations AI tools.

Third, new technology is often first available to, and adopted
by, individuals and organizations with greater means and re-
sources. If AI tools are to be developed and disseminated in a man-
ner that is fair, equitable, and does not widen the digital divide, then
any education and reorganization efforts must include those parts
of health care delivery responsible for the most vulnerable groups.
Of course, efforts to ensure fair access to AI must also be cognizant
of the risks of deploying a tool with potential untoward conse-
quences in settings poorly equipped to detect them.

Fourth, many AI tools are aimed at reducing the administrative
burden on health care professionals (eg, medical record documen-
tation or prior authorization appeals) on the premise that this bur-
den contributes to burnout, low morale, and stress. However, this
line of reasoning may have flaws. First, burnout, low morale, and
stress are wicked problems; it is a tall ask to expect an AI tool to fix
them.179 Second, if freed from administrative tasks, clinicians may
be asked to see more patients, which could also cause burnout. Third,
focusing on tools to automate tasks such as prior authorization po-
tentially misses the larger opportunity to rethink entirely the pur-
pose and value of such tasks.

Fifth, because optimal AI tool development and dissemination
requires much more integration with care delivery than that re-
quired of traditional technology development, health care profes-
sionals will need to understand that they are participants in the con-
tinuous learning, improvement, and evaluation cycle of these
products. Although clinicians use traditional drugs and devices off
label, the degree of uncertainty regarding the benefits and harms
of an AI tool may be considerably greater. As long as clinicians know
they have a voice in this effort, their contributions to improve the
performance of AI tools could be a source of job satisfaction.

Additional Considerations
Though not discussed in detail here, important ethical and legal is-
sues will affect adoption of health and health care AI. One issue is
data rights, privacy, and ownership. Health and health care data are
essential fuel for AI tools. Although one can ascribe where health and
health care data originate, it is less clear who owns, or ought to own,
the data, especially when aggregated and transformed, and what
rights for privacy and use extend, or should extend, to whom.180 The
Health Insurance Portability and Accountability Act and US intellec-
tual property law provide some guidance on privacy rights, secu-
rity obligations, trade secrets, and ownership of tools developed from
data, but are less clear on ownership of underlying data and do not
protect against emergence of dark markets, reflect all ethical con-
siderations, or fully align with state or international legislation, such
as the EU’s AI Act and General Data Protection Regulation.180-187

A second issue is how to provide ethical oversight of AI as it is
deployed.188 One argument is that decisions by health care systems

AI, Health, and Health Care Today and Tomorrow Special Communication Clinical Review & Education

jama.com (Reprinted) JAMA Published online October 13, 2025 E9

© 2025 American Medical Association. All rights reserved, including those for text and data mining, AI training, and similar technologies.

Downloaded from jamanetwork.com by University of Maryland, College Park, Joseph Richardson on 10/14/2025

http://www.jama.com?utm_campaign=articlePDF%26utm_medium=articlePDFlink%26utm_source=articlePDF%26utm_content=jama.2025.18490


to deploy AI tools are part of clinical care operations.189,190 Any evalu-
ation of the success or not of the deployment is quality improve-
ment, not research, and exempt from the ethical oversight re-
quired of human subjects research.191 The alternate argument is that
AI tool deployment is rolled out under conditions of uncertainty, and
the goal of any evaluation is to generate knowledge that would ben-
efit future patients.192 Thus, such evaluations are research, even if
they are also quality improvement, and should fall under the pur-
view of the local institutional review board and principles of the
Common Rule.66,193 Currently, both approaches occur, reflecting
the broader debate regarding how best to provide ethical over-
sight of learning health systems.66,194-196 An additional aspect of this
problem is that, regardless of which body provides oversight (insti-
tutional review board or otherwise), the competency required to
oversee ethical AI deployment may be lacking without adequate in-
frastructure, resources, and training.110,112,197

Finally, use of AI tools has thus far largely been voluntary. How-
ever, as their benefits become more established, failure to use an AI
tool may be considered unethical or a breach of standard care. A health
care system or professional may thus be liable in a malpractice suit for
failing to use AI.198,199 At the same time, if a plaintiff sues for an ad-
verse outcome when care was provided in which an AI tool was in-
volved, the question arises of whether liability rests with the health

care professional, the health care system, or the developer of the tool.
Though relevant case law is currently limited, developers, health care
systems, and health care professionals will all have to adopt strate-
gies to manage their liability risk.139,200 These examples are just some
of the many new issues that will need to be addressed as AI becomes
more incorporated in health and health care.

Conclusions
AI will massively disrupt health and health care delivery in the com-
ing years. The traditional approaches to evaluate, regulate, and moni-
tor novel health care interventions are being pushed to their limits,
especially with generative and agentic AI, and especially because the
tools’ effects cannot be fully understood until deployed in practice.
Nonetheless, many tools are already being rapidly adopted, in part
because they are addressing important pain points for end users.
Given the many long-standing problems in health care, this disrup-
tion represents an incredible opportunity. However, the odds that
this disruption will improve health for all will depend heavily on
creation of an ecosystem capable of rapid, efficient, robust, and
generalizable knowledge about the consequences of these tools
on health.
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